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Abstract. Discrimination in decision-making systems is of growing con-
cern as machine learning techniques (especially deep learning) are in-
creasingly applied in systems with societal impact. Multiple recent works
have proposed to identify/generate discriminative samples through fair-
ness testing. State-of-the-art fairness testing methods can efficiently gen-
erate many discriminative samples, which can be subsequently used to
improve the fairness of the model. Unfortunately, the applicability of
these approaches is limited in practice as they require the availability
of both the model and the training data, i.e., a white-box setting. In a
black-box setting (e.g., testing online services), existing approaches are
impractical for multiple reasons, e.g., they require huge testing budgets.
In this work, we propose a black-box fairness testing approach for neural
networks, namely BREAM, which addresses two challenges, i.e., how to
generate many discriminative samples without querying many times and
how to guide the searching without the original model. Our overall idea is
to obtain approximate gradients by training shadow models to effectively
guide the discriminative sample generation for black-box DNNs. We also
observe the density diversity of the distribution of discrimination, which
enables incremental maintenance of shadow models and rational alloca-
tion of search resources by dividing multiple subspaces. We evaluated
BREAM on three widely adopted datasets for fairness research. The re-
sults show that BREAM achieves a 9X higher performance than existing
black-box methods, comparable to the state-of-the-art white-box fairness
method.

Keywords: Security and privacy of AI · Machine Learning · Fairness.

1 Introduction

Deep neural networks (DNNs) have achieved incredible performance in many
applications, such as face recognition [31], self-driving car [6] and vulnerability
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detection [21]. Although DNNs have shown great potential, there are also mul-
tiple concerns about their dependability and trustworthiness. In particular, fair-
ness property is of rising concern as many DNN applications may have societal
impact [20] in domains like justice [4, 17], finance [27] and advertisements [33].
Unfortunately, since societal bias is often deeply rooted in the training data, the
resultant DNNs might be discriminative even unintentionally [35].

Intuitively, (individual) discrimination of a DNNmeans that the model makes
different decisions on two samples that differ only by certain features of societal
impact (such as race, gender, and religion). These specific attributes are re-
ferred to as protected attributes or features [9]. In the machine learning commu-
nity, multiple lines of work have been proposed aiming to mitigate discrimination
of machine learning models either in the data pre-processing stage [14,16,42] or
the training stage [22,40] which have been shown to be effective to some extent.
However, after a DNN is trained, the fairness requirement of the system should
still be properly tested. Even better, the testing results should be able to serve
as diagnosis information for mitigating the discrimination in the original model.

There exist multiple fairness testing approaches to identify or generate dis-
criminative samples [3, 15, 18, 37, 41, 43]. For instance, Galhotra et al. [18] pro-
posed THEMIS which tests the fairness of a given DNN model by randomly
sampling the input domain. Udeshi et al. [37] designed AEQUITAS which auto-
matically generates discriminative samples around the training samples. Aggar-
wal et al. [3] developed a method called Symbolic Generation (a.k.a. SG) which
searches for more specific discrimination for a particular sample with local ex-
planation. Fan et al. [15] propose ExpGA, fusing explanation tools with genetic
algorithms to generate discriminative samples for both tabular data and text
data. White-box method ADF [43] and EIDIG [41] guide the search of discrimi-
nation based on the gradients, i.e., the direction incurring a maximum change in
the outputs of the DNN, which are shown to be much more effective and efficient
in identifying discrimination than the previous black-box approaches.

However, in reality, many AI applications are provided as resource-constrained
black-box APIs, for example, the human resource service provided by HrFlow [2].
It is unlikely that we are allowed to query the target system many times, i.e.,
such systems are often built to prevent denial-of-service attack [24,32] or model
extraction attack [5,26,28,36,38,39]. Or rather, there is a charge for each query,
thus fairness testing is subject to budget constraints. The white-box approach
is not applicable in this case, and the black-box approach nowadays does not
specifically consider the limit of the number of queries. The question is then: how
can we develop an efficient black-box fairness testing approach (without access
to the model and the training data) within limited queries?

In this work, we aim to develop such a black-box fairness testing approach
with shadow models, namely BREAM, which answers the above question pos-
itively. BREAM requires minimal knowledge of the DNN under test. That is,
we assume that only the input/output pairs of the DNN can be acquired. Under
such a black-box setting, BREAM mainly addresses two important technical
challenges. Firstly, how can we effectively guide the search for discriminative
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samples? Our remedy is to train shadow models using model extraction tech-
niques [28] and guide the search for discrimination based on the gradients of
the shadow models. Secondly, how can we effectively train such shadow models
given that we have no access to the training data and are only allowed to query
the DNN a small number of times? We propose to first obtain a small number
of labeled samples by querying the black-box model and train an initial shadow
model. Afterward, we split the whole sample space into multiple sub-spaces and
train multiple shadow models for the sub-spaces separately. The motivation is
that training a shadow model for a subspace is much easier than training on
the entire space, with only a limited number of labeled samples. Note that we
additionally assign different weights for the subspace as we observe that dis-
crimination is often unevenly distributed. Once we have the shadow models for
different subspaces, we could utilize the gradients of the shadow models to guide
the search of discrimination intuitively.

BREAM has been implemented as a self-contained toolkit and evaluated
with multiple datasets widely adopted by previous studies. Experimental results
show that BREAM could generate discriminative samples much more (by an
order of magnitude) effectively than existing black-box approaches and is al-
most (99% on average) as effective as the state-of-the-art white-box approach.
Furthermore, BREAM ensures the diversity of identified discrimination by ex-
ploring different subspaces which are shown to be more valuable in mitigating
the discrimination through retraining the model. In a nutshell, we make the
following contributions to this work.

* We propose to effectively address the fairness testing problem of black-box
DNN with no access to the training data and limited query budget by adopt-
ing shadow model training and guided search with approximate gradients.

* We observe the uneven distribution of discrimination in the input space and
propose a smart sampling strategy based on the trained shadow models to
identify discrimination while ensuring diversity.

* We evaluate BREAM with multiple benchmark. Our experiments show that
BREAM is significantly more effective and efficient than previous black-box
fairness testing methods, and even achieves similar effectiveness as the state-
of-the-art white-box approach.

2 Background

Discriminative Samples. The individual fairness for DNNs means that a
DNN model should output the same label for two individuals that differ only by
certain sensitive protected attributes such as gender. We denote by X as a set of
containing all possible input samples and A= {A1, A2, ..., An} as all attributes.
A DNN model is a function that takes a feature vector x ∈ X as the input and
outputs a label y. We define P ⊆ A as the protected attributes set and NP ⊂ A as
the non-protected attributes set. Besides those, we assume the valuation domain
is Ii for each attribute Ai, which means the input domain is I = I1×I2× ...×In.
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Definition 1 Let D represent a DNN model. For any x = (x1,x2,...,xn) ∈ X
and x′ = (x′

1,x
′
2,...,x

′
n) ∈ X. The (x, x′) is a pair of discriminative samples with

respect to D if and only if the following conditions are satisfied:
(1) ∃p ∈ P, xp ̸= x′

p

(2) ∀np ∈ NP, xnp = x′
np

(3) D(x) ̸= D(x′)

Jacobian-based Model Extraction and Adversarial Attack. It is a black-
box model stealing and adversarial attack method proposed by Nicolas et al.
in [28]. Firstly, an initial training set should be self-collected because the dataset
of the target system is always unavailable. And the architecture of the shadow
model is selected by experience and high-level knowledge of the classification
task. Then, it repeats the following steps for several rounds:

– Labeling. For each sample in the training set, get the label by querying the
target model.

– Training. Based on the selected architecture and the labeled training set,
train a shadow model.

– Augmentation. Apply the augmentation technique on the current training
set to produce a larger shadow training set. Concretely, for each sample,
take a perturbation along the direction of its sign of the Jacobian matrix on
the shadow model.

Then adversarial samples are generated based on the shadow model, which can
also achieve a successful adversarial attack on the target model with a high
probability. This approach provides a solution for performing other operations
on black-box models except for adversarial attacks, such as fairness testing. This
study indicates that the architecture of the shadow model has a limited impact on
the effectiveness of adversarial attacks when the shadow model can behave well
on the classification task, and the method can achieve a successful adversarial
attack with a few queries.

3 Methodology

BREAM is designed to efficiently generate discriminative samples when only
predicted labels are available. BREAM focuses on decision systems where the
input is tabular data. As depicted in Figure 1, BREAM requires an API of
the target model and the specification of input feature and protected attribute
ranges (i.e. which feature is the sensitive/protected attribute users concerned,
and possible values). BREAM establishes a database by querying the target
model to collect all labeled samples. First, BREAM trains a shadow model by
querying the target model and then performs a two-stage generation process
utilizing proximity information (i.e. gradient) from the shadow model. As the
algorithm is executed, multiple shadow models are trained to perform testing
separately, based on the uneven distribution of discriminative samples. Finally,
BREAM outputs a list of generated discriminative samples. The BREAM al-
gorithm is described in detail as Algorithm 1.
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Fig. 1: An Overview of BREAM

3.1 Initial Shadow Model Building

The lack of effective guidance presents a major obstacle to the efficiency of black-
box testing, as the decision logic and gradient information of the target model
are unknown. To address this problem, we propose a method that constructs a
shadow model using a few randomly selected seed samples and Jacobian-based
data augmentation (lines 4-10), inspired by the black-box adversarial attack
method proposed by Papernot et al. [28]. Specifically, we randomly sample a
few seed samples and query the target model to obtain their labels. We then
train a shadow DNN model using the self-collected training dataset. We per-
form Jacobian-based data augmentation on the training dataset and repeat the
above process to improve the quality of the shadow model. The structure of the
shadow model is empirically determined and is relatively simple. By using this
shadow model, we can obtain an approximate estimation of the decision logic
and gradient information of the target model.

3.2 Discriminative Samples Generation

A series of white-box methods [41, 43] have amply demonstrated the surprising
effectiveness of using gradients to guide the discovery of discriminative examples.
Based on the shadow model, we can obtain approximate gradient information of
the target black box model. Thus, we design a shadow-model-driven approach
to search and generate discriminative examples. As shown in Figure 2, the gen-
eration consists of two stages: the global stage and the local stage. It is worth
emphasizing that we detect discrimination by accessing the target model to ob-
tain the predicted label (as marked in red), and at all other times accessing
the shadow model to obtain approximate gradient (as marked in blue). The
purpose of global generation is to gradually move the seed samples closer to the
decision boundary, where there is a greater likelihood of prediction difference due
to weak perturbations of protected attributes. First, a sample will be checked for
discrimination, i.e., by enumerating its protected attributes to check if there are
inconsistent predictions. If discriminative, it is sent directly to the local stage;
otherwise, it will be calculated the gradient. When computing the gradient, a
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Table 1: Density Distribution of Discriminative Samples.

Dataset Prot.Attr.
Density

Clu.1 Clu.2 Clu.3 Clu.4

Census gender 0.045 0.023 0.005 0.009
Census race 0.094 0.039 0.007 0.003
Census age 0.149 0.081 0.014 0.008
Bank age 0.219 0.091 0.078 0.037
Credit age 0.240 0.196 0.122 0.075
Credit gender 0.082 0.051 0.039 0.024

pair of (x, x′) that differ only in protected properties will be computed simulta-
neously. Further, based on this pair of gradients, a small perturbation is applied
in the direction of the same sign to obtain a new sample. The process is repeated
until discrimination is found or the number of iterations is capped. Global gener-
ation searches across the entire sample space and aims to increase diversity, while
local generation aims to further exploit globally found discriminative samples.
In the local stage, the gradient is used to select those non-protected attributes
that have less impact on the decision to be perturbed. The idea behind this is
that a pair of discriminative examples remain unchanged in their predictions af-
ter being perturbed, i.e., they remain discriminative. To ensure diversity, we do
not choose the attribute with the smallest gradient, but calculate a probability
distribution for the choices. The probability distribution is specifically obtained
by normalizing the inverse of the gradient.

3.3 Density-diversity-driven Multi-subspaces Strategy

Density Diversity of Discriminative Samples. To enhance the performance
of the discriminative samples generation, we aimed to explore the distribution
of discriminative samples by investigating the likelihood of their existence in
different locations in the entire sample space. Imbalance or bias in the training
data can lead to individual fairness deficiencies in models, and we assumpt that
the proportion of discriminative samples may vary across different subspaces.
To validate our assumption, we conduct an empirical study using three fairness-
related datasets and several protected attributes (details provided in §4). We
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Algorithm 1: BREAM

Input: f ,conf
Parameter: nini, naug, ng, nl, γ, nf

Output: A list of samples.

1: Let Iters← zero
2: while QueryT imes <= Limits do
3: if Iters is 0 then
4: Let D ← nini randomly samples
5: Let L← ∅
6: for i in [0,1,...,naug] do
7: LetL← f(D)
8: Let M ← Train a shadow model on D and L
9: Perform Jacobian-based dataset augmentation on D
10: end for
11: Let Base← Number of present labeled data by querying f
12: while New labeled data < Base do
13: Generation(M ,Random Seeds)
14: end while
15: else
16: Let Cnum← 2 ∗ Iters
17: D0, D1, ..., DCnum−1 ← Perform K-Means on D into Cnum Clusters
18: for Each cluster Di do
19: Let Mi ← Train a shadow model on Di

20: Let Deni ← Proportion of discriminative samples in Di

21: Let Seedi ← Generate local seeds for Di

22: end for
23: Let N ← Normalsize Den and perform an integerization
24: Let Base← Number of present labeled data by querying f
25: while New labeled data < Base do
26: for i in [0,1,...,Cnum− 1] do
27: Generation(Mi,Seedi,Ni)
28: end for
29: end while
30: end if
31: Iters← Iters+ 1
32: end while
33: return discriminative samples

performed large-scale random sampling and applied K-Means clustering [25] to
divide the samples into four clusters, each representing a local subspace. We then
calculate the proportion of discriminative samples in each subspace to measure
density. Our results, presented in Table 1, show that the density of discriminative
samples varies significantly across different subspaces. We refer to this uneven
distribution as density diversity.

Multiple Shadow Models Building. With the generation process described
above, the number of labeled samples increases gradually, enabling us to con-
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struct an improved shadow model. To achieve this, we propose dividing the
input space into multiple subspaces to train separate shadow models rather
than retraining the initial shadow model. This approach allows us to estimate
the potential density of discriminative samples in each subspace and adjust the
frequency of generating samples in each subspace accordingly, allocating more re-
sources to high-density areas. Additionally, since the majority of labeled samples
are generated during individual discriminative sample generation, the resulting
dataset may be unbalanced, which can negatively impact the performance of
a single shadow model trained on the dataset. By focusing on local subspaces,
we can mitigate this issue. It is also worth noting that our approach generates
discriminative samples that are likely to be near decision boundaries, which has
been shown to improve the accuracy of trained shadow models in previous re-
search [5, 39]. Based on the above idea, we make an update iteration whenever
the number of labeled samples doubles. In each iteration, we first cluster the
labeled dataset into multiple clusters using the K-Means method. We utilize
currently known samples directly without additional sampling to minimize un-
necessary queries. The number of clusters increases with each iteration (line 16).
For each cluster, we train a shadow model on its samples (line 19). Although
multiple subspaces are divided, the total number of samples is also increasing,
so it is expected that the training samples for each model will not be too thin
and thus will not cause very serious overfitting.

Search Resource Allocation. Next, we allocate more resources to subspaces
with a higher density of discriminative samples. We use the proportion of dis-
criminative samples in each cluster (line 20) as an estimate of the potential
density in the subspace it covers. To allocate more resources to subspaces with
a high potential density, we normalize the density and assign search weights to
different spaces (line 23). To address zero-density situations, we apply Laplace
smoothing [7] during normalization. The normalized results are converted to in-
tegers by multiplying by a small factor, which can be used directly as the number
of iterative rounds of the generation process. We achieve a complete allocation
of search resources through iterative loops (lines 25-29).

Local Seeds Generation for Each Subspace. Another challenge in the
discriminative sample generation process based on the shadow model is to gen-
erate suitable seeds for local shadow models. Random sampling is not feasible
for local models as the seeds must be within the approximate coverage of the
corresponding local shadow model. Moreover, directly using samples from the
clusters is not ideal either, as it can lead to overfitting and a lack of diversity.
To address this, we propose a local seed generation strategy. Specifically, for
each cluster, we apply a moderate perturbation to each sample and add them
to the new seed set with probability γ, generating new samples within the effec-
tive functional area of each shadow model. Additionally, for the old samples, we
retain them with probability γ2, allowing unexplored samples to be considered.



Black-Box Fairness Testing with Shadow Models 9

Failure-rate-triggered Early Terminating. To address the density diver-
sity and improve the local phase in the generation process, we introduce a control
parameter, nf , as the threshold of failure times. If the local generation fails fre-
quently and the number of failures reaches a threshold value, we terminate the
local iteration early to reduce unnecessary queries to the target model. This de-
sign is effective because frequent failures suggest a low density of discriminative
samples in the local subspace.

4 Experiments

4.1 Dataset and Experimental Settings

We choose two popular black-box methods AEQUITAS [37] and SG [3], and one
of the state-of-the-art white-box methods, ADF [43], for baseline comparison.
We re-implement existing methods based on the source code used by ADF from
Github [44], and make the following two improvements to achieve a fair com-
parison: firstly, we record the query history to avoid duplicate queries to the
target model for each method; secondly, we change the global generation and
local generation in AEQUITAS and ADF to alternate execution in the same
way as BREAM, to facilitate the control of the same number of queries. Here
we use random samples as seeds for all black-box methods for a fair compar-
ison. While for the white-box method ADF, we use original training data as
seeds because we suppose it as a reference upper bound. THEMIS is not used
for comparisons, since it is shown to be less effective [18]. We do not evaluate
ExpGA [15], because it is similar to SG in that it exploits local interpretability
(which we will discuss later because it is a very resource-unfriendly way to query
limitation). Table 2 shows the value of the main parameters set of BREAM in
our experiments. Some not mentioned parameters during generation phases are
the same as the ADF. For all baseline methods, we adopt the default parameters
or the best strategy used in their original papers, (except for n g and n l in ADF
and AEQUITAS, which are consistent with BREAM). Notice that SG does not
take into account the limited number of queries, so the local explanation phase
may cost a huge number of queries. The default number of locally sampling in
SG is 2000. In order to trade off the cost of queries and the accuracy of local
explanation, we choose a relatively small number as twice the input dimension,
if it is further reduced, we believe it is insufficient to support building decision
trees.

Following baseline works, we choose the same three open-source datasets
from [12] to evaluate our approach. The details of the three adopted datasets:

* Census [10]: This dataset is used to predict whether the income of an adult
is above $50,000. It contains over 32,000 pieces of data with 13 attributes.
We focus on its three protected attributes age, gender, and race.

* Credit [13]: A small dataset with 600 data classifies people described by
20 attributes as good or bad credit risks. The protected attributes we are
concerned with include age and gender.
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Table 2: Configuration of experiments.

Parameter Value Description
n ini 500 number of initial samples
n aug 2 iteration of data augmentation
n g 10 max.iteration of global generation
n l 200 max.iteration of local generation
γ 0.6 probability of save seed samples

n f 160 threshold of failure times

Table 3: Target DNN models.

Dataset Pieces of Data DNN model Accuracy
Census 32561 Six-layer FC 88.3%
Credit 600 Six-layer FC 99.3%
Bank 45211 Six-layer FC 93.9%

* Bank [11]: The dataset contains over 45,000 samples with 16 attributes. It
is collected by a Portuguese banking institution and used to train models
predicting whether customers will subscribe to a term deposit. The only
protected attribute is age.

We apply the same data pre-processing and selection of target models for a fair
comparison. Table 3 shows details of target DNN models in our experiments.
Note the accuracy is evaluated over the data set. Based on the above models, we
conduct a series of experiments. We filter out duplicate samples and record the
discriminative samples. Previous SG generated 500,000 samples for quantitative
experiments. Recall that our study focuses on scenarios with a limited number
of queries to the target model, so we reduce the threshold of queries as 50,000
and argue that this is sufficient to fully demonstrate the performance of those
approaches. To reduce random effects, all our experimental results are the av-
erage of five runs. We implement our approach based on Keras [8]. We conduct
our experiments on a Server with one Intel Xeon E5-2620 2.10GHz CPU and
Ubuntu 16.04 operating system.

4.2 Effectiveness and Efficiency

We systematically measure the number of discriminative samples (i.e. NDS) gen-
erated as the number of queries rises for different methods. Note the structure
of shadow models taken in BREAM is as M1 in Table 4. Results are shown
in Figure 3. It can be observed that the BREAM achieves a significant im-
provement over AEQUITAS and SG. Besides, all experimental results show that
the efficiency of BREAM is close to that of the white-box method ADF, and
even better in some experiments, as Figure 3b, 3d, 3c. To test the effective-
ness of our proposed density-diversity-driven multi-subspaces strategy, we set a
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Fig. 3: Comparison with existing methods on the efficiency of fairness testing.
The horizontal axis represents the number of times to query the target model,
and the vertical axis represents the number of discriminative samples generated.
Note the BASE is used as a reference in the ablation experiment to verify the
effectiveness of the multi-subspaces strategy.
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Table 4: Structures of different shadow models.

Names Hidden Layers Neurons Configuration
M1 2 (64, 16)
M2 3 (64, 32, 8)
M3 3 (64, 16, 4)

comparison method that retraining the initial model at the same moment with
BREAM and keeps other parts unchanged. It is named as BASE in Figure 3. It
can be found that BREAM make an incremental performance on than BASE
in most experiments. The achievement of surpassing ADF also comes precisely
from the enhancements brought by this multi-subspaces strategy. Of course, the
counterexample shown in Figure 3e can not be ignored, and we believe this may
be due to the relatively small number of unfair instances in sum, leading to a
premature overdraft of search on some subspaces. It can be observed that the
experiments shown in Figure 3e, 3a have fewer discriminative samples for all
approaches than others, and BREAM performs relatively the worst.

In order to represent this result more quantitatively, we count the number of
discriminative samples generated by 50,000 times queries to quantify our results
in Table 5. It manifests that the BREAM achieves an efficiency not inferior to
the ADF on three benchmarks. And this is achieved with the premise that there
are some extra queries used on initial sampling in the BREAM. This means
that, in practice, we can perform efficient fairness testing with a few queries for
specific black-box DNN systems.

We average the improvements in the efficiency ofBREAM over 6 benchmarks
as an overall measure. BREAM identifies 9.3 times of discriminative samples as
much as AEQUITAS on average, which is the existing state-of-the-art black-box
method under this limit scenario. Also, its effectiveness arrives 99% of ADF.
BREAM meets our expectations to approach the level of the state-of-the-art
white-box method. Additionally, it can be observed that SG behaves poorly
under the limited times to query the target model. The result is in line with
our expectations because it needs to sample a lot and build a local decision tree
before generating each time. Unlike this, BREAM only costs a small number of
queries at the very beginning. The results indicate that focusing on the limited
black-box task is meaningful, considering that current black-box studies do tend
to overlook a few limits.

4.3 Threats from Structures of Shadow Models

Although BREAM shows remarkable performance, there may be a measure of
the impact of the structures and parameters of shadow models on effectiveness.
In our approach, the structures and parameters are determined artificially by
experience and prior knowledge. In addition, the structures and parameters of
shadow models can be relatively simple as we think, since they only need to be
fitted over a small subspace. We believe that their effects are limited if the shadow
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Table 5: Comparison on numbers of discriminative samples generated with 50,000
queries to the target model. W refers to the white-box approach.

Dataset Prot.Attr.
NDS

AEQ. SG ADF(W) BREAM

Bank age 932 642 8637 8022
Census age 672 199 8860 9589
Census gender 1362 70 16576 17357
Census race 1307 148 11345 11981
Credit age 1609 577 8984 8024
Credit sex 1304 369 16653 15531

Table 6: Comparison of numbers of discriminative samples generated by
BREAM with different shadow models.

Dataset Prot.Attr. Fluc.
NDS

M1 M2 M3

Bank age 6.4% 8022 7726 8238
Census age 9.0% 9589 8755 9397
Census gender 2.1% 17357 17743 17569
Census race 4.5% 11981 11455 11900
Credit age 2.9% 8024 8117 8258
Credit sex 2.8% 15531 15518 15097

model works, because behaviors of DNN models with different architectures are
proven to have transferability [28,34].

In order to estimate this potential threat to the effectiveness of BREAM
from an empirical perspective, We conduct some experiments. Here we use three
different structures of shadow models to run the BREAM separately. Details
about these models can be found in Table 4. The neuron configuration shows
the number of neurons per layer of the neural network. M1 is which one we
used in the above comparison experiment. Table 6 shows the behavior of these
models. The Fluc. represents the fluctuation of effectiveness. We formalize this
fluctuation by the ratio of the extreme difference to the mean. It can be observed
that the fluctuation is capped at 10%. On average, the metric value is only 4.6%.

4.4 Time Performance

We measure the time needed to generate a single new discriminative sample for
all methods. In detail, we count the time and number of discriminative samples
and calculate the average time required to discover a new discriminative sample.
The results are shown in Table 7. It can be seen that ADF has the best effi-
ciency in finding discriminative samples in terms of time complexity, BREAM
is on the next. Although BREAM takes some time to train shadow models, it
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Dataset Prot.Attr.
Time(ms)

AEQ. SG ADF(W) BREAM

Bank age 591 319 33 58
Census age 528 734 34 47
Census gender 244 2343 48 102
Census race 323 1155 44 99
Credit age 763 449 59 98
Credit sex 485 745 82 125

Table 7: Time(ms) for BREAM to generate a new discriminative sample. W
refers to the white-box approach.

finds far more discriminative samples than AEQUITAS and SG, which leads to
better efficiency in time complexity. Quantitatively, in terms of time complexity,
BREAM spends 78% less time than AEQUITAS and 87% less time than SG.
Besides, it costs 79% more time than ADF.

5 Related Work

Fair Machine Learning Classifiers In the field of machine learning, designing
and training fair classifiers that avoid discrimination [14, 16, 19, 23] has become
important, since fairness is a wide demand for people in the real world. These
previous studies focus on achieving fairness from theoretical aspects by prepro-
cessing training data and modifying existing classifiers. Our study is aimed to
discover the discrimination in the DNN-model-based classifiers and help improve
fairness.
Fairness Testing Systematic testing and validation of the fairness of machine
learning models from the software engineering aspect are still in its infancy.
This is also what we want to discuss in this paper. Galhotra et al. proposed
THEMIS [18] which firstly defines the software fairness and discrimination and
fairness measurement metrics, then gives a causality-based algorithm to evaluate
the fairness of models by randomly sampling and calculating the frequency of dis-
criminative samples. THEMIS is generally inefficient since it is based on random
sampling without any guidance. Then Udeshi et al. proposed AEQUITAS [37],
which designs a two-phase generation method. It first runs the global genera-
tion by random sampling to find some discriminative samples and then starts
the local generation to perturb faintly to obtain more discriminatory instances
with a greedy strategy, which are motivated by the robustness of models. In [3],
Galhotra et al. developed a black-box method called Symbolic Generation (a.k.a
SG), which firstly generates a decision tree by local explanation tools such as
LIME [29] to approximate the DNN model decision then performs symbolic ex-
ecution with the decision tree to generate test samples, and it repeats the above
process to find more discrimination. Recently, Zhang et al. proposed a white-
box fairness testing method ADF [43] based on adversarial sampling, which also
contains a global generation phase and a local generation phase. It samples from
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training data and generates the discriminative sample by making a given input
progressively closer to the decision boundary, and then perturbs these identified
instances by the gradient guidance. Zhang et al. further optimize this gradient-
based search approach by introducing momentum. Above works is mainly for
tabular-data system, but of course there are some other systems. For example,
CHECKLIST proposes many templates and gender entity words, thus testing
the discrimination in the NLP system [30]. Detailed empirical comparison be-
tween our work and this previous approach has been shown above in Section 4.
Model Extraction Attacks. The shadow-model-based strategy of BREAM
is inspired by the model extraction attacks. The Jacobian-based shadow DNN
training [28] used in our work and adversarial-samples-based method [5,39] men-
tioned above all belong to shadow-model-based model extraction attacks, which
aim to simulate functions and decision boundaries of the target model. The at-
tacker does not know the exact structure of the target model, so enormous queries
are often required, which brings a challenge. We actually face similar problems
in our work and we have come up with some new solutions. The details can
be found in Section 3. This shadow-model-based method is relatively practical,
and there are also some other attack techniques. Equation-solving attack [36,38]
is designed for the traditional machine learning methods, which solved the pa-
rameters of models, under the premise of knowing algorithms and structures
of models. Meta-model-based extraction attack [26] tries to infer the properties
of the target model, such as the number of network layers, type of activation
functions, etc., by training an additional meta-model. The meta-model takes the
results of querying the target model as input and outputs the properties.

6 Discussion and Future Work

Recalling BREAM presented in this paper, we propose a black-box guidance
strategy based on global interpretability, in contrast to the previous methods that
primarily rely on local interpretability. While interpretability offers advantages,
it also consumes the query budget. To address this, BREAM, aims to efficiently
leverage a general guidance approach from a global perspective, thereby avoid-
ing the repetitive construction of local interpretability and minimizing resource
consumption. Specifically, we achieve global interpretability through model ex-
traction, which is commonly considered query-intensive. But we believe that this
is not a concern for BREAM. On the one hand, the model of a decision system
based on tabular data is relatively simple, and on the other hand, the investment
in building the initial show model will pay off consistently. The experimental re-
sults have validated the effectiveness of our strategy.

However, there is still a lot of room for improvement in BREAM. Firstly, the
current version of BREAM only supports tabular data. Secondly, if the target
system deploys a defense mechanism against model extraction, the effectiveness
of BREAM may be affected. Later, we will explore how BREAM can be ex-
tended to more scenarios and its performance against model extraction defense
mechanisms.
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7 Conclusion

In this paper, we propose BREAM, an automated black-box DNN fairness test-
ing method that is able to discover discriminative samples efficiently for a tar-
get model. Unlike existed works, we focus on the query-limited and label-only
black-box setting, which is close to the real world and maximizes transferability.
BREAM only requires permission to access specific inputs and predicted labels
for a black-box model. BREAM trains shadow models to perceive information
about the target model, then benefits from the approximate gradients obtained
by shadow models to guide the discriminative samples generation process. Ex-
perimental results show that BREAM significantly outperforms current black-
box methods and achieves the performance level of the current state-of-the-art
white-box method in efficiency. The code of BREAM is available at [1].
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